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Requirements Agenda
Business Data Analytics "The Language of Data”

01-FOUNDATION

LAB-Introductions (Name,
Job Title, Objectives)
Dashboards and Robots (Data
Mining & Machine Learning)
Requirements and Testing (Four
Quadrants)

What are Structured Language
Requirements? (Structured
English and Structured Query
Language)

Why Should You Care? (Primary
Source of Project Problems)
How Do They Work? (Discreet
Intellectual Property Inventory)
Types of Requirements (Product,
Project, DATA)

Natural Language Processing
(Morphology, Semantics, Syntax
and Linguistics)

OMG-SBVR (Semantics of
Business Vocabulary & Rules)
IEEE-EARS (Easy Approach to
Requirements Syntax)

INCOSE (Rules for Writing
Requirements) & QVscribe
Waterfall and Agile (Assembly
Methods)

02-ELICIT

LAB-Vision/Scope (Seek to
Understand)

Elicitation Techniques:

Document Analysis (Low Hanging
Fruit)

Interface Analysis (Navigation &
Functionality)

Benchmarking (Actual Data)
Brainstorming (Every Idea is a
Good Idea until it becomes a Bad
Idea)

Prototyping (Minimum Viable
Product)

Reverse Engineering (Begin with
the End in Mind)

Interview (Thinking Questions)
Workshop (Group Interviews)
Observation (What do you See?)
Survey Questionnaire (Paper equals
proof)

03-ANALYZE

What are Models? (Pictures of
Language)

LAB-The Language of
Modeling (GIVEN pre WHEN
process THEN output-result)
Types of Models (Context-
Structure, Usage, Data Behavior,
Process Flow)
Context-Structure (Vision,
Roadmap, Scope WBS)

Usage (EPIC, UseCase,
UserStory, Feature)

Data Behavior (ERD, JOIN-
Denormalization, Star Schema,
Dimensional OLAP, Dashboard,
Intelligence)

Data Behavior (Data Dictionary,
DataFlow, Data Structure
Instance, Data Element
Attribute, Data Store)

Data Behavior (Process Logic,
Business Rules)

Process Flow (Swimlane)

04-DOCUMENT

Categorization, Organization,
Documentation, Integration,
Automation

Making Documents Easy to Read
(Fonts & Navigation)
Document Types (BRD, TRD)
LAB-Business Requirement
Document (Concept of
Operation)

Technical Requirement
Document (System
Specification)

05-VALIDATE

Validation thru Triangulation
(Prep Drills)

Traceability (Project Unique
Identifier)

Requirements Baseline (ROM
Estimate, Planning Estimate,
Definitive Estimate)
LAB-Estimating Story Points
(Complexity and Risk)
Lessons Learned (Course Wrap-
Up)




Richard Frederick, PMP (rfrederick.pmp@gmail.com; 214-755-7035 talk or text; www.linkedin.com/in/rfrederick)

Project Management Agenda
Business Data Analytics "The Language of Data”

FOUNDATION

LAB-Introductions (Name,
Job Title, Objectives)
Dashboards and Robots (Data Mining &
Machine Learning)

Requirements and Testing (Four
Quadrants)

What are Structured Language
Requirements? (Structured English and
Structured Query Language)

Why Should You Care? (Primary Source
of Project Problems)

How Do They Work? (Discreet
Intellectual Property Inventory)

Types of Requirements (Product,
Project, DATA)

Natural Language Processing
(Morphology, Semantics, Syntax and
Linguistics)

OMG-SBVR (Semantics of Business
Vocabulary & Rules)

IEEE-EARS (Easy Approach to
Requirements Syntax)

INCOSE (Rules for Writing
Requirements) & QVscribe

Waterfall and Agile (Assembly
Methods)

About PowerBI (Business Intelligence)

ENVISION (Initiate)

01-Understand the Business Neea

Determine BUSINESS
OBJECTIVES

Background

Business Objectives
Success Criteria
Assess SITUATION
Inventory of Resources

Requirements, Assumptions, and
Constraints

Risks and Contingencies
Terminology
Costs and Benefits

LAB-Charter Vision

PLAN (Increment Zero)
02-Understand the Data

Collect INITIAL DATA
Data Collection Notes
Describe DATA

Data Description Notes
Explore DATA

Data Exploration Notes
Verify DATA QUALITY
Data Quality Notes

LAB-WBS Roadmap

DEVELOP (Execute)

03-Prepare the Data
D Select DATA
. Rationale for Inclusion/Exclusion

D Clean DATA

. Data Cleaning Notes
. Construct DATA

. Derived Attributes

D Generated Records
. Integrate DATA

o Merged Data

. Format DATA

D Reformatted Data

e LAB-Duration Story Points

04-Model the Data

o Select MODELING TECHNIQUES
. Modeling Technique

D Modeling Assumptions

o Generate TEST DESIGN
. Test Design

o Build MODEL

D Parameter Settings Model

. Model Description

o Assess MODEL

. Model Assessment

D Revised Parameter Settings

° LAB-Risks & Release Schedule

STABILIZE (Control)
05-Evaluate the Data
. Evaluate RESULTS

3 Assess the Results against the
Business Success Criteria

. Review PROCESS

. Review of Process

. Determine NEXT STEPS
. List Possible Actions

. Decision

o LAB-One Page Project
Manager (OPPM)

DEPLOY (Close)

06-Deploy the Solutio.

. Plan DEPLOYMENT
. Deployment Plan

o Plan MONITORING &
MAINTENANCE

. Monitoring & Maintenance Plan
o Produce FINAL REPORT
. Final Report

. Final Presentation
o Review PROJECT PLAN
. Experience Documentation

o LAB-Lessons Learned
(Train the Trainer)
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Overview "“Seek to Understand”

Overview “"Seek to Understand”

e Unsupervised Learning:
Dimension Reduction

e Unsupervised Learning: Clustering

e Supervised Learning:
Classification

e Supervised Learning: Regression




Prescriptive Analysis

OPTIMISATION
What's the best that can happen?

(7] W PREDICTIVE MODELLING
What will happen next?

Business
Analytics

Business Value

FORECASTING
What if these trends continue?

6
(5 ) ' STATISTICAL ANALYSIS
Why is this happening?

4 i ALERTS
e What actions are needed?

3] A" ~ QUERY DRILLDOWN (OLAP)
Where exactly is the problem?

Business
Intelligence

' AD-HOC REPORTS
o .ﬁ. How many, how often, where?

0 g STANDARD REPORTS

Degree of Intelligence



Cross Industry Standard Process for Data Mining-Machine Learning (CRISP-DMML)

Cross Industry
Standard Process
For

Data Mining
Machine Learning
CRISP-DMML




Machine Learning - Using Past Data to Predict Future Outcomes

Using Past Data to Predict Future Outcomes

Common Applications

Social network Recommenda-
analysis tion engines

Imagine what Machine

Lea rn i ng cou Id do to . Weather disver-y and
you r bUSi ness forecasting for document

business planning archiving

Advertising Fraud
analysis Pricing analysis detection

Location-based
tracking and
services

Equipment
monitoring

Personalized
Insurance




Machine Learning Applications across Industries

= Predictive maintenance or
condition monitoring

= Warranty reserve estimation

= Propensity to buy

» Demand forecasting

= Process optimization

» Telematics

N

= Predictive inventory planning

» Recommendation engines

» Upsell and cross-channel
marketing

» Market segmentation and
targeting

= Customer ROl and lifetime
value

Alerts and diagnostics from
real-time patient data
Disease identification and risk
stratification

Patient triage optimization
Proactive health

management
Healthcare provider
sentiment analysis

= Aircraft scheduling

= Dynamic pricing

» Social media - consumer
feedback and interaction
analysis

» Customer complaint
resolution

» Traffic patterns and
congestion management

Travel and

Hospitality

= Risk analytics and regulation

« Customer Segmentation

» Cross-selling and up-selling

= Sales and marketing
campaign management

= Credit worthiness evaluation

Financial Services I_l_/i_.!T_ \

Power usage analytics
Seismic data processing
Carbon emissions and trading
Customer-specific pricing
Smart grid management
Energy demand and supply
optimization

Energy, Feedstock,
and Utilities

Figure 2: Machine Learning applications across industries




Machine Learning Process

Machine Learning Process

Get Data Train Model Improve

Clean, Prepare est Dat
& Manipulate Data



Feature Engineering Process

Feature Engineering Process

oo Missing Values seAggregation eefeature selection esRegression e Deployment
eeSmoothing e Construction sefoature space ee(lassfication eeReports
ssNormalization eesLabelling transformation . esUpdate model
- o+ Data Augmentation .. A

S N S N

Data Preparation =

XEMOMETACK
Structure Data
@ @ Preprocessing

Exploration Insight,
Data Analysis Reports,
(EDA) Visual Graphs



Training the Model

Training the Model

Meaningful
Compression

Structure Image

i . PN Customer Retention
Discovery Classification

Big data Dimensionality Feature Idenity Fraud

o Gt i i Diagnostics
Visualistaion Reduction Elicitation Detection Classification 8

Advertising Popularity
Prediction

Learning Learn i ng Weather

Forecasting
L]
I I ac h ' n e Population

Growth
Prediction

Recommender Unsupervised SUPGrV'Sed

Systems

Clustering Regression
Targetted

Marketing

Market
Forecasting

Customer

= | carning

Estimating
life expectancy

Real-time decisions Game Al

Reinforcement
Learning

Robot Navigation o ——
o Skill Acquisition

Learning Tasks



Machine Learning Process: Unsupervised vs Supervised

Machine Learning Process: Unsupervised vs Supervised
Machine Learning Algorithms (sampre)

Unsupervised | Supervised
2 ® Clustering & Dimensionality : ® Regression
g Reduction | Linear
= SVD l Polynomial
- PCA l Decision Trees

| Random Forests

O 5 K-means |
; ® Association Analysis : ® Classification
= Apriori | KNN
o) - I
- FP-Growth l o Trees
= Hidden Markov Model : Logistic Regression
o ]

Naive-Bayes
SVM



Machine Learning Algorithms Cheat-Sheet

Machine Learning Algorithms Cheat-sheet

SVD

T

Probabilistic
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LDA
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Unsupervised Learning:

Dimension Reduction
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Supervised Learning:
Regression




DIMENSIONALITY REDUCTION

Unsupervised Learning: Dimension Reduction

e Describing Data using
Fewer Dimensions Dimensionality Reduction

Usually the data can be described with fewer
dimensions, without losing much of the meaning
of the data.

+ The data reside in a space of lower dimensionality




CLUSTERING

Unsupervised Learning: Clustering / Segmentation




CLASSIFICATION

A TAXONOMY OF COMMON BEER TYPES

Try a Ballast
Point Sculpin

Hé ‘\‘/ -

Supervised
Learning:
Classification S o

Try a Samuel

Sgilh’s Organic ALES

Chocolate Stout Ales are generally more

complex and fuller in body
than lagers. They're

usually maltier and more

aromatic as well

.
I\
A,

—

Try a Russian
/ River Supplication

" Try a Smuttynose
w Robust Porter

/ \ A Try a Tréegs
tch \ i HopBack
[\ B
b\ e I B
~
3 Try a Delirium No#él ok Rauc Try a Great Lakes
Eliot Ness
LAGERS
Lagers are generally lighter
in body and more crisp than
ales. The taste is usually 1
S AG T & clean, and they're better
&l Jack's Abbey Cascadian I .
Schwarzbier i Try a Weihen- 2

stephaner Korbinian kel

Try a Victory Prima Pils

A

Beer.co BUSINESS INSIDER

Try a Mikkeller Draft Bear

SOURCE:




Supervised
Learning:
Regression
Prediction
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Summary “Train the Trainer”

Summary "Train the Trainer”

e Unsupervised Learning:
Dimension Reduction

e Unsupervised Learning: Clustering

e Supervised Learning:
Classification

e Supervised Learning: Regression




Let’s stay in contact with each other...

Let’s stay in contact:

Richard Frederick, PMP

214-755-7035 (text or talk)
Rfrederick.pmp@gmail.com
www.meetup.com/tampa-bay-I11BA/
www.linkedin.com/in/rfrederick
meetings.hubspot.com/rfrederick-pmp




